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1 Storage architecture of the future?

Are storage area networks the storage architecture of the future?
Our answer is a resoundng YES!

SANs are not marketing “hype”. They offer real advantages for the customer.

The underlying strategy of SAN is to keep storage resources separate from servers by means of a fast peripheral network based on fiber channel components. Information or data becomes a virtual resource which can be easily consolidated to reduce the total cost of ownership and which is open for new technologies and solutions.
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This paper describes the outstanding advantages and the technologies which make this network possible.
The Siemens SAN strategy is also presented, together with a roadmap for making valuable functions available to our customers.
2 Development trends in the SAN world

SANs will first emerge in the form of individual islands. Later these will “grow together” into larger and larger networks known as “fabrics”, until full WAN networking is finally implemented.

“The SAN effect”, a Siemens initiative which will contribute to this development and whose objective it is to make the advantages available to our customers as quickly as possible, builds on 4 components:


· Siemens’ own products

· top-grade partners with their products

· integration of all these products and the solutions resulting from this integration

· prime-contractor function for customer projects and complete Siemens service

SAN is based on fiber channel technology 

Fiber channel technology, in conjunction with the line protocols it supports, enables servers to use common protocols such as SCSI or TCP/IP over the same FC-based SAN. The SCSI protocols currently play the most important role. However, a computer-to-computer connection using other protocols is also possible with FC.
FC offers advantages in terms of both distance and speed over the traditional SCSI connection of disk and tape devices (see table).



Speed
Distance

SCSI
  20 (-   80) MB/s
25 m

FC on copper
100 (- 400) MB/s
30 m

FC on multimode fiber
100 (- 400) MB/s
500 m

FC on single-mode fiber
100 (- 400) MB/s
10 km

A maximum of 15 devices can be operated on one SCSI bus in a “bus” topology. In comparison, up to 126 devices can be connected when a fiber channel arbitrated loop (FC-AL) is used and an almost unlimited number of devices can be connected in an FC architecture with FC switches. In an FC network we refer to “switched” or “fabric” topology, in which every server can communicate with every device.

A number of hardware components are required to set up a SAN. These are interconnected via FC.

Component
Topology
Characteristics

Host adapter
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LAN

Disk Tape MOD ATL

100 MB/s FC fabric

10/100/1000 Mbit/s

Server


PCI host bus adapter (HBA) in the server

Hub
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Up to 126 devices and servers connected in one loop (FC-AL) share 1 * 100 MB/s;
no or weak management features 

Switch
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n devices and servers connected to switch share
m * 100 MB/s;
extensive management features 

Bridge
(router/extender)
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3 “The SAN effect”

This term describes the full range of advantages which our SAN concept promises IT customers. These advantages are described in the following sections. They will be introduced to the market gradually.

3.1 Immediate customer benefits

FC base technology already provides higher speed over long distances, and this at a lower cost as compared with the same performance using conventional technology. With special reference to current applications, this brings advantages for server connections to disk and tape peripherals.

3.1.1 Longer distances

A line of up to 10 km in length is possible today without the need for any additional hardware. A single-mode fiber optic cable must be used. This enables simple, secure and cost-effective clustering and the simple and low-cost creation of a backup data center.
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In this configuration the production data center can be set up as far away as 10 km apart from the backup data center.

3.1.2 Higher speeds

The high speed of 100 MB/s is available in total in every FC-AL or in every point-to-point connection via an FC switch. In an FC fabric environment this offers a bandwidth with excellent scalability and which goes far beyond what can be achieved with SCSI today. It means that the number of controllers in the server can be reduced, even in the case of high-end servers.
Applications are no longer slowed down by the transfer speed between servers and peripherals.

The technology for increasing the speed to 200 MB/s and 400 MB/s is still being developed. Compatibility will be retained when this technology is introduced so that today’s investments remain protected in the long term.

3.1.3 Improved connections

Because of the type of connector used with FC cables, the “bent pin” problem which frequently occurs with SCSI connectors is eliminated. The fine and very flexible fiber optic cables are very easy to lay. New connections to the switches can be activated at any time without any negative impact on the existing SAN. FC technology enables a SAN configuration to be expanded or modified very easily without disturbing production.

3.1.4 Server and storage consolidation

The flexible and simple configuration options simplify consolidation efforts for servers and storage. Options that could previously be implemented only after expensive special hardware had been purchased are easily available at very low cost in a SAN environment. 

3.2 Integration into existing products

The integration of SAN capabilities, such as device sharing, into existing storage management applications like NetWorker or ARCserve means that familiar tools can continue to be used. Additional advantages arise from the implementation of a SAN. Siemens is in a position to turn these advantages into concrete solutions for its customers, thereby guaranteeing a considerably faster return of investment.

3.2.1 Device sharing

A solution that uses Primergy servers connected to an autochanger via an FC switch is integrated for ARCserve and certified by Computer Associates. This solution enables the autochanger’s drives to be shared by the NT servers connected. This means that return of investment on the autochanger can be achieved much faster.

In an IT environment backed up with NetWorker, device sharing can be achieved with an additional device: the new “reservation server” developed by Siemens. This will be available with NetWorker V5.5 in summer 1999.

Long-term advantages

As mentioned above, the standardization and implementation of FC components required for SANs is already well advanced. This makes for a high degree of investment protection. Currently available components will remain compatible with enhancements developed in coming years.
Extended functions and further advantages for the various different components will mainly be implemented with additional software. Solutions will develop which demonstrate the true added value of SAN and thereby herald a true change of paradigm.

3.2.2 Zoning

The term “zoning” is used to describe the capability of controlling which server can access which peripherals. Access is only possible for zone members within one zone. A zone works completely independently of all the others, like a “separate switch” with full bandwidth.
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The ability of the FC switch to dynamically modify zoning results in a number of important uses:


· The capability of every server to access all types of peripherals at random can be restricted in line with what is required for reliable operation. This configuration can be performed dynamically during operation.


· Device sharing can be implemented with full access control so that only the server that has just reserved the device can really access that device. A reliable dynamic “sharing” of backup devices, for example, is guaranteed.


· In a cluster environment failover enables backup resources, for example, to be made dynamically available to another server. The resources can only be accessed by one server at any one time, which, in contrast to a multi-hosted approach, increases reliability considerably.

3.2.3 Uniform management for all SAN components

FC components such as hubs and switches can be configured. The lack of SAN management standardization means that various user interfaces, mostly WWW-based, are available from vendors. These interfaces will be merged into one uniform interface to make SAN operation and monitoring easier. Remote diagnosis of problems that may arise, with the possibility of accessing internal FC device interfaces, is also necessary for reliable operation. A comprehensive service concept, based on the possibility of remote diagnostics, is being drawn up by Siemens ITS.

3.2.4 Information sharing

Solutions are being developed which enable servers running different operating systems to access the same data. Access is fully transparent for each server and is independent of the actual file system structure on the disk.
This means, for example, that migration from one server platform to another and data transfer from one application to another will become very easy. Complex and resource-intensive copy and conversion processes will become a thing of the past.

3.2.5 Remote mirroring

A further task that SAN mechanisms will be able to perform is remote data mirroring. High speed over long distances enables the synchronous mirroring of user data without slowing down the application (between a number of RAID systems located far apart, for example). This function can be offered at a considerably lower cost than in the past.

3.2.6 Serverless backup

Siemens already offers “LANless” backups with NetWorker V5.1 (backups can be made directly from the servers to the local peripherals within a corporate backup concept). A “LANless” backup means that the data does not have to be transported across the LAN, but control and administration can still be performed centrally.



A “serverless” backup goes one step further. The servers are freed of the task of transporting backup data from disks to tape devices using system resources such as CPU and memory. Capabilities included in the SAN concept are used to achieve this. It is possible for a server to issue a copy command to the SAN which results in direct data transport from a disk via the FC connection to a backup device. This data transfer takes place on physical block level. This is a completely new demand on the backup tool. It no longer needs to move the data itself; it only issues the request to do so. Furthermore, the backup tool must still be able to carry out file-specific restoration even though the data transfer to the backup device took place on block level.

This technology has already been demonstrated at trade fairs. Our partner Legato already has this technology. The “serverless” backup feature is expected to be integrated into NetWorker by the end of 1999.

4 Our own developments

We develop a number of SAN components, such as the NetWorker reservation server or an FC disk subsystem like the FC 600 E or the Primergy 702, in our own labs.
All components, whether they are our own or those of our partners, are put through extensive integration tests to make sure that they interact perfectly.

5 Partnerships

In the area of SAN, as in other areas, Siemens backs the tried-and-tested strategy of forming partnerships with a number of technology and market leaders such as EMC², Brocade, Crossroads, Vixel, Qlogic, Emulex, Legato and CA.
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